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Stephen Deadman - Group Privacy Officer and Head of Legal –  
Privacy, Security & Content Standards at Vodafone Group

The Global Challenge
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The right to privacy finds its expression 
in all the major international human right 
instruments. They were all, without exception, 
drafted and agreed in different times to 
those we find ourselves in today. Even as 
we contemplate the years ahead, there is 
almost universal acknowledgement of the 
continuing value and relevance of these 
instruments and the rights enshrined. Yet, 
the subject of privacy has never been more 
in flux, facing a seemingly endless barrage 
of pressures. Privacy is becoming one of the 
most vexing public issues of our time, and 
will remain so in 2025.    

Contemporary concerns and debates about 
privacy are essentially debates about 
technology and the role and impact of 
technology on our lives and societies. 
Practically every mega-trend in the world of 
technology is creating tensions for privacy, 
personal freedom and autonomy - ubiquitous 
connectivity, big data, the cloud, wearable tech, 
artificial intelligence, the internet of everything, 
connected health, drones – the list goes on.  

It’s no longer just a case of leaving digital 
footprints from our movements around a 
digital landscape. As the size of computing 
continues to shrink to nanotech levels, and 
the cost continues to fall, technology will 
become embedded in both the physical 
world and our physical bodies. We will be 
living in a world where we are ‘surrounded by 
computational intelligence’1. 

Technology is becoming invisible. And its 
unobtrusiveness will aid its pervasiveness – 
there are already estimated to be 16 billion 
connected objects today and this is predicted 
to reach 40 billion by 20202.  And this 
pervasive connected technology will create 
ever more data. IDC estimates that by 2020 
people and connected objects will generate 
40 trillion gigabytes of data that will have an 
impact on daily life in one way or another3 . 
This data will make known about us things 
that were previously unknown or unknowable 
(including to ourselves). And in doing that, 
it will enable actions and decisions to be 
taken about us that will have profound 
consequences far beyond the display of 
adverts on our variously sized screens, or 
personalised pricing based on profiles of our 
income and propensity to pay . 

Evgeny Morozov, the author5 and researcher, 
gave an example of this recently in his 
talk at the Observer Ideas festival 2014 in 
London6. In the Philippines, sensors have 
been placed in public toilets which emit an 
alarm if someone uses one of the stalls and 
then tries to leave without using the soap 
dispenser. You can only turn off the alarm by 
using the soap dispenser. The sensor thereby 
has a deliberately regulating effect on the 
behaviour of users, in this case encouraging 
hand washing. This is just a logical extension 
of the seat belt alarms fitted to most new 
cars built today or the use of speed cameras, 
the purpose in both cases being to use 
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technology to regulate our behaviour and 
thereby reduce injury and the cost to health 
services of car accidents. 

Let’s stick with cars for a moment. The 
installation of a wide range of new sensors 
in vehicles is already transforming other 
aspects of motoring, such as insurance. Usage 
based insurance schemes utilise sensors that 
collect data on location, speed, braking and 
acceleration to determine the risk profile of 
the driver, and consequently their insurance 
premium. The other touted benefit is that 
such technology acts to discourage risky 
driving behaviours. In return, we subject 
ourselves to a degree of surveillance. It is not 
long before we can see the same technology 
being used for other ostensibly worthy 
purposes, e.g. perhaps identifying if you are 
too tired to drive and automatically disabling 
the engine. 

Of course, it might be argued that none of 
this compels us to allow sensors into our 
cars, homes and other parts of our lives, 
and the collection of data about us - we 
are not compelled to use usage based 
insurance or drive “intelligent” cars, and so 
we have a choice. But if refusing to allow 
the collection of data by sensors begins to 
become a costly decision (e.g. increased car, 
home or health insurance7 premiums), it’s a 
choice that is easier to make for those who 
can afford it. And, of course, once sensors 
and data-generating technologies become 
embedded in products as standard, there will 
come a point when there are few realistic 
alternatives.

This rise of technology that not only 
observes, but intervenes (I’ll term it “bossy 
tech”), is a consequence of placing sensing 
technology in more and more places where 
these ‘interventions’ can be automated, 
based upon the exponential increase in data 
sources that can be analysed in real time 
with intelligent computing. And as bossy tech 
gets a lot smarter it will no doubt get bossier, 
as public authorities acquiesce in the notion 
that technology can regulate our behaviour 
far more efficiently than traditional 
enforcement methods – why waste money on 
policing public spaces if cameras and audio 
sensors can detect potentially unsociable 

behaviours, use facial and voice recognition 
to identify the individuals involved, and 
then order them to stop or else face the 
consequences? 

The value of digital identity, i.e. the sum of 
all digitally available information about an 
individual, has been estimated to be worth 
€1 trillion to the European economy by 
20208. The internet of things is predicted to 
generate a value-add of $1.9 trillion globally 
by 20209. Much of that value is not likely to 
be from the ‘things’, but from data derived 
about those things that promise to transform 
every sector, bringing efficiencies and 
cost savings, but also entirely new service 
possibilities10. Whatever the figures, there 
is undoubtedly a huge economic incentive 
to generate and collect data from whatever 
sources it becomes available. As more data 
from more things becomes available, we 
can expect to see a data “land grab” by 
organisations. 

The control of data provides organisations 
with valuable insights and enables influence 
over purchasing decisions and other 
behaviours. Increasingly, therefore, data is 
power, economic or otherwise. But there is 
already undoubtedly an asymmetry in power 
between organisations and individuals today, 
as organisations have an abundance of 
information about consumers and analytics 
tools to interrogate it, while consumers suffer 
information scarcity and possess few tools 
to make any sense of their own data11. And 
this appears to be getting worse, according to 
Sir Tim Berners-Lee12. In the 2014 – 15 Web 
Index, an annual report measuring the Web’s 
contribution to social, economic and political 
progress published by the World Wide Web 
Foundation, it is revealed that the web is 
becoming less free and more unequal.

In the absence of any countervailing forces, 
the current technology mega-trends look 
set to create further asymmetries in power 
resulting in less privacy for individuals  
in 2020.
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There are plenty of predictions about 
technology – from the utopian visions of a 
bright new hyper-efficient world where robots 
free humanity from drudgery, to doom-laden 
predictions of pervasive surveillance and the 
demise of personal autonomy at the hands of 
governments and corporations. But there are 
a number of counter-trends emerging that 
present their own narrative about how the 
future will play out. 

Privacy is a public issue: The public’s 
perception of the threats to privacy, personal 
freedom and autonomy – whether from 
corporations or governments - is growing. 
Privacy has already emerged beyond a niche, 
specialist concern to being a mainstream 
public issue. It seems that almost weekly new 
research is released revealing increasing public 
concern about privacy and declining levels 
of trust in organisations’ handling of peoples’ 
personal data13. 

In addition, a lesson the public has learnt 
thanks to the revelations from Edward 
Snowden is that data controlled by 
organisations will always be susceptible to 
access by governments using extensive legal 
powers of disclosure and surveillance. This 
is becoming a liability for communications 
and technology companies, under pressure 
from their users, who are beginning to take 
measures to put some control back into the 
hands of their users14.

This growing consumer and citizen awareness 
and distrust looks set to accelerate and will 
increasingly become a factor in decision 
making for ordinary people – decisions about 
the products we use or abandon, the brands 
we associate with, the political leaders we 
elect. And as data insights become increasingly 
actioned by bossy tech, this will exacerbate 
the trend - behavioural observations, and the 
interventions that result, will increasingly be 
seen as unwarranted intrusions and restrictions 
on personal freedom and autonomy.

Digital activism will expand the digital 
commons: Consumers are taking matters into 
their own hands. A 2013 study from the Pew 
Research Internet project found that “86% 
of internet users have taken steps online 
to remove or mask their digital footprints—
ranging from clearing cookies to encrypting 

their email, from avoiding using their name to 
using virtual networks that mask their internet 
protocol (IP) address”15.  

The plummeting cost and complexity, and 
increased ‘consumerisation’, of computing, 
processing and storage means that activists 
are now able to harness technology for 
themselves, without the aid of corporations 
and governments. The ‘digital commons’16 will 
continue to grow, empowering more and more 
citizens and consumers to take matters into 
their own hands, such as deploying end-to-end 
encryption, anonymizers17, and by “watching  
the watchers”18.

Business model disruption is inevitable: The 
default internet business model – advertising 
– is showing some signs of strain, and even 
the biggest players such as Google are openly 
exploring new models19. Yet the value in 
personal data is so great, and the levels of 
public mistrust in organisations’ handling 
and use of personal data is so high, that it 
is inconceivable to me that entrepreneurs 
will not make a serious effort to exploit this 
disparity. What we are already witnessing 
is the emergence of new business models 
that threaten to disrupt not just the default 
internet business model, but more broadly the 
assumption that the organisation is the natural 
and legitimate point of control and ownership 
of personal data. Instead, new disruptive 
providers are seeking to put the individual 
in control of their personal data20. In the 
process, they are seeking to disintermediate 
data-intensive businesses from their existing 
sources of data. 

Regulation will get tougher: Policy makers will 
act to toughen laws, even though they move 
at geological speeds compared to the rate of 
technology development. 

New laws and regulations are being 
promulgated around the world, many following 
the European model21. And Europe is on 
a journey to update and toughen its data 
protection laws22. The EU proposals will 
increase fines, place tougher requirements on 
organisations for obtaining consent, and create 
a new ‘data protection by design’ obligation. 
The fines alone will focus attention, forcing 
organisations to devote more time and 
resources to compliance.
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That the technology mega-trends predicted 
for 2020 and beyond will continue on their 
march seems to me to be inevitable; we’re 
just left debating the timeframe. But it’s the 
counter-trends that I believe will determine 
whether privacy is a winner or a loser.

Business models that put the individual in 
control: Today, data about people is almost 
exclusively controlled by organisations, 
whether public or private sector. People have 
very little control over their own personal 
data. If data is power, then the scales are 
tipped heavily in favour of corporations and 
governments against the individual.

But the cost and complexity of processing, 
storing, transferring, computing and analysing 
data are such that it is perfectly feasible for 
individuals to control their own data – in 
fact, billions of people now do this daily in 
a rudimentary form, as they manage profiles 
on social media, and use smartphones to 
capture, manipulate and share data. There is 
no longer any reason why the organisation 
should be the default point of control of 
personal data. 

What’s more, where organisations function 
as the default data controllers, the economic 
potential for personal data is limited, because 
data remains locked up in corporate silos 
(even silos as big as those controlled by 
Google are still silos). The utility of much 
of this data cannot be unleashed because 
it cannot easily, legitimately or lawfully 
be connected with other data from other 
sources. This data only becomes really 
valuable when it can be combined with 
relevant data across all services that relate 
to a person’s life - online, retail, financial, 
governmental and the myriad other sources 
coming available. 

New entrepreneurs recognise this and are 
developing solutions that put the individual 
back in control. By making the individual “the 
single point of control and integration of data 
about their lives”23, they are able to aggregate 
data about an individual from all sources 
and services. In doing so, they are creating an 
entirely new, and enormously valuable, asset 
class24 that is currently diminished by being 
spread across the myriad data silos owned 

by the many hundreds of corporations and 
government agencies we interact with. And 
there is good evidence that this will enable 
entirely new services, and significant new 
economic growth and value25. 

Aside from enabling economic growth, these 
new models also happen to offer a market-
driven solution to many of the privacy 
problems we are facing with the onward 
march of data-generating technology where 
the organisation is the default controller 
of that data. Shifting the balance of power 
back towards the individual must produce 
a positive outcome for privacy. And because 
it also offers the possibility of enabling 
innovation and economic growth, privacy is 
no longer trapped in one–sided conflict with 
forces it cannot hope to defeat. It does not 
require a balance, or a trade-off, between 
privacy and growth – it enables both. 

A typical example of the sort of new service 
provider that is beginning to emerge is the 
personal data vault or bank26. A personal 
data bank provides the single point of 
integration for personal data under the 
control of the individual, and provides 
related services (much like a normal bank 
does with your money) that enables the 
individual to get value from their data - from 
eliminating repetitive form filling (providing 
address, delivery and payment data to 
online merchants), to monetising one’s 
own data through purchase preference and 
‘intent-casting’, to enabling new, complex 
‘decision support’ services27.  In this model, 
the individual becomes the curator of their 
own personal data, able to volunteer more, 
or more relevant, data and manage that 
data to ensure it is relevant, accurate and as 
comprehensive as they want it to be.

Once consumers have realistic alternatives, 
we can expect to see an end to the ‘privacy 
paradox’, i.e. individuals’ actual behaviours 
defying their expressed attitudes, as it 
becomes possible, without disproportionate 
consequences, to act upon those attitudes by 
making meaningful choices.

While the emergence of personal data 
banks and similar business models do not 
in and of themselves prevent organizations 
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from collecting and exercising control over 
personal data regardless, they have the 
potential to disrupt this simply by being 
inherently more valuable. Because the value 
of personal data is closely connected to its 
relevance and currency – think of personal 
data as having a ‘half-life’ 28-  ‘personally 
curated’ sources of data will have higher 
value simply due to the fact that they will 
represent the actual wishes and desires 
of an individual, rather than the presumed 
wishes and desires based on derived data. 
Plus, our personal data changes all the time 
(think of musical tastes, favourite bars or 
hangouts, travel interests, and, for many 
people, even where they live, or the job they 
are doing). Maintaining personal data at the 
level of accuracy and currency needed for 
many applications to be optimally effective 
is an impossible task for an organization 
without the individual’s direct involvement. 
Conversely, for the individual it is practically 
impossible to manage and keep up-to-date 
and accurate their own personal data when 
it is spread across hundreds of organisations, 
each with their own interfaces and 
approaches29.

Technology development that supports 
social norms and values; It’s a cliché that 
technology is disruptive. And too often we 
hear that we should accept disruption to 
our sense of privacy because technology 
has made it an outdated and redundant 
concept, and we can’t turn back the clock. Not 
infrequently the people who express these 
views are the very people who helped to 
create the technology that has brought these 
things to pass in the first place. This is simply 
a form of technological determinism.

But technology should and can develop in a 
way that reflects and supports social norms 
and values. Since technology is created by 
people, we are perfectly capable of creating 
it in ways that take account of privacy and 
other values. Urban architects have learnt 
to do this with our physical environment 
– concerning themselves not just about 
function and aesthetics, but also with broader 
environmental impacts, the need for building 
communal living spaces and creating a sense 
of community30. 

More significantly, technology is largely the 
product of private enterprise. To understand 
why technology has developed the way it 
has, or how it will develop in future, we need 
to understand the economic motivations 
and drivers of those who create it, and the 
business models that justify investment. 

Early applications for data processing 
technology were focused on efficiency – 
replacing manual processes with automated 
processes. Automated data processing 
requires data as input, but once used, 
remained surplus to requirements. Personal 
data was relatively scarce, and even though 
it was recognised that data needed to flow 
across borders, it was not seen as a valuable 
asset in and of itself. But it was recognised 
that automated data processing had the 
potential to cause harm to people’s privacy, 
and so new codes and regulations31 were 
created that essentially treated personal 
data like ‘toxic waste’, to be contained and 
made safe. Now, today, rather than being a 
mere by-product of digitisation, data is a 
resource defined by superabundance, and has 
become perhaps the most important driver 
of economic growth in the digital economy. 
This will become even more so as we move 
towards 2020. Organisations are therefore 
incentivised to create and capture personal 
data and exercise control over it.

In short, technology continuously causes 
friction with privacy because commercial 
organisations haven’t really tried to address 
the problem. While “Privacy Enhancing 
Technologies” have a reasonably long history, 
particularly within academia, they have failed 
to be adopted commercially or at sufficient 
scale32. For instance, cryptographic tools 
have not been adopted by the general user 
due to a lack of commercial investment in 
embedding them seamlessly into products 
that consumers want33. This is because, 
beyond mere legal compliance, privacy 
hasn’t featured as a strategic priority, and 
correspondingly there has been insufficient 
investment by organisations in developing 
the broader range of skills and expertise 
needed to create and deploy privacy-
enhancing products or services, such as 
in product marketing, engineering or user 
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experience. There simply hasn’t been a 
sufficient incentive to do so. And now there is 
precisely the opposite incentive – to generate 
and use data as a revenue driver in and  
of itself. 

However, if the individual begins to 
become the point of control, businesses 
that want to leverage the vast pool of 
personal data assets available will need 
to compete with each other to provide the 
most attractive destination for people’s 
data. And if businesses are competing to 
provide individuals with the best ‘personal 
data banks’ and other tools that enable 
them to gain control of their own data, 
and ‘invest’ it on their own terms, then 
it will become a business imperative to 
find innovative and attractive approaches 
to issues such as individual control and 
permission, transparency and usability, data 
portability and ownership, as well as data 
protection, anonymisation and other counter-
surveillance measures. There will be an 
economic incentive to encourage technology 
development where personal data control 
and privacy are functional necessities, not 
regulatory pipe dreams. 

This in turn will create a demand 
by organisations for new skills from 
technologists and service designers that 
enable them to create products that embed 
respect for privacy- related values from the 
outset. Universities and colleges will seek 
to meet this demand by providing courses 
and modules on the fundamentals of what 
privacy is and why it’s important, but also 
qualifications in new fields like privacy 
engineering and privacy design. 

The contrast in this respect between privacy 
and security couldn’t be greater. On the 
one hand, the security industry has been 
estimated to be worth $350 Billion in the 
US alone34; security is a sophisticated and 
maturing market. The ‘privacy industry’ by 
contrast is hardly recognizable at all. The 
reason is simple - in an organisation-centric 
world, where data is valuable and where 
corporations control data, it is in their self-
interest to secure that data. Hence, supply 
meets demand. But in the privacy arena, 
there has simply been insufficient demand to 

stimulate a supply.

But this is changing. Something 
approximating a privacy marketplace is now 
becoming a reality35, consisting of tools 
that prevent tracking36 and other counter-
surveillance services on the one hand37, and 
personal data vaults and banks that enable 
the curation and management of one’s own 
data on the other38. Major players in the 
internet and communications space have also 
already begun to lay down their markers39. As 
this market develops, consumers will benefit 
from the greater control over their personal 
data that results. 

Second generation regulation: Nevertheless, 
we must be wary of substituting 
technological utopianism with economic 
utopianism. These competitive forces can be 
harnessed, but are unlikely to create change 
for the good all by themselves. Regulation 
has an important role to play. But we need 
a different type of regulation to the existing 
data protection and privacy regulation we 
have today. 

Existing data protection regulation 
emerged in the 1970s and 1980s in 
response to computing and data processing 
developments beginning in the 1960s. 
The underlying assumption was that data 
processing would always be a complex 
and resource intensive activity, and hence 
would always be the preserve of large, 
well-resourced organizations. Individuals 
needed the protection of regulation against 
the impacts of automated data processing 
and the decisions it enabled. The regulatory 
frameworks were generally “command and 
control” style frameworks that provided 
rules that regulated the behaviour of large, 
static organization (the ‘data controller’), 
and were designed to protect the individual 
who lacked any means to exercise control 
themselves (the ‘data subject’). 

This assumption that the organization is 
the natural point of control for personal 
data no longer holds. Yet our current data 
protection frameworks are built upon this 
assumption. Even the latest EU proposals are 
still essentially based on this model40. But 
with the real possibility for personal control 
over personal data, and business models 
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emerging to support this, policy makers need 
to focus on helping this nascent market 
develop, rather than trying to stem the tide of 
technology with rules and guidelines. 

What’s more, policy makers have struggled to 
find ways to effectively regulate technology 
in a way that produces commercially 
deployed technologies that reflect or 
support privacy norms and values, rather 
than disturbing them. While there are 
regulatory restrictions surrounding the use 
of personal data, this has predominantly 
resulted in legalistic methods of compliance. 
I would contend that these haven’t had 
any significant impact on the design of 
technologies themselves, how they generate 
data, or how they make that data available. 

Issuing decisions and guidelines after 
technology has already been commercially 
adopted and has started to negatively 
impact privacy is like closing the stable door 
after the horse has bolted41. And yet while 
concepts like data protection or privacy 
‘by design’ are constructive ideas, they are 
unlikely to translate into better technology 
design on a large scale simply because 
they happen to appear in a regulatory 
instrument42. What is so often needed on 
many aspects of privacy is creativity and 
innovation, and you cannot command an 
organization to innovate. 

But you can incentivize it to innovate. If 
a market is encouraged to develop where 
individuals are placed in a controlling 
position at the centre of a personal data 
market and ecosystem, there will be 
economic incentives to look for better 
solutions to issues people care about. The 
role of regulation should then become 
less about issuing detailed rules and 
requirements (e.g. telling companies what 
to include in their privacy statements, or 
specifically how they should capture consent, 
or whether they need to seek regulatory 
approval to use data for certain purposes), 
and more about ensuring that fair and 
open competition develops and operates 
to produce beneficial privacy outcomes for 
individuals, while also allowing innovation 
and growth with data. This type of regulation 
has been called “second generation” 

regulation, a term coined by Professor 
Dennis Hirsch in the context of evolving 
environmental regulation43. Hirsh describes 
the evolution from the not-so-effective early 
post-war environmental “command and 
control” regulation to the more sophisticated 
and effective frameworks we see today 
that embrace a broad understanding of 
how economic incentives can stimulate 
innovation. Hirsch sees a parallel between 
regulating information privacy and 
environmental degradation – both require 
innovation if they are to achieve satisfactory 
and effective outcomes without stifling 
economic growth.

However, one very important principle 
that has emerged within Europe’s attempt 
to modernize its data protection regime 
is “data portability”44. This principle will 
require organisations to allow personal 
data to be exported to another entity at an 
individual’s request. While the mechanisms 
for achieving this are by no means trivial 
(look at how long it took the mobile industry 
to implement mobile number portability, 
which is a far simpler undertaking), this is 
the sort of measure that will facilitate a 
personal data market to develop and grow. It 
is both a typical “second generation” form of 
regulation, and an essential component  
of an individual taking control of their 
personal data.
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Threats to privacy from new trends and 
developments in technology look set to 
continue in 2020 and beyond. But the impact 
of the counter-trends and the effect they may 
have in constraining or shaping technology 
has received less attention – perhaps 
with the exception of law and regulation. 
As someone who has spent most of their 
professional life helping large organisations 
comply with law and regulation, I am often 
surprised at the level of faith in the law or 
regulation alone in delivering acceptable 
outcomes to complex problems like the 
impact of technology on our privacy.

Law and regulation is very effective at 
creating momentum and movement. By 
creating fear in board rooms, it can galvanise 
organisations to focus on compliance. But 
this does not guarantee that the things 
organisations do as a result will be pleasing 
to all concerned, even if they appear to 
meet the requirements of the law, and 
organisations can claim to be fully compliant. 
This is the problem we have faced to date 
with technology and privacy – there is no lack 
of law, legal opinion and guidance; yet there 
is continuing dissatisfaction with how things 
are, i.e. the outcomes we are left with. 

This is because very often policy makers do 
not know what those outcomes should be 
and it would be a mistake for the law to try 
to determine them. While we are capable 
of identifying what we don’t like, it’s much 
harder to say what we do like - or more to 
the point, how we would like the future to 
actually look. 

It’s therefore a case of sticks and carrots. Hit 
the donkey with a stick and the donkey will 
move. But it’s unlikely to go in the direction 
we want it to. Dangle a carrot under its nose 
in the direction we do want it to go, and it 
will generally follow the carrot. Law and 
regulation is good at creating impetus and 
momentum, but it won’t guarantee that we 
get to a desirable destination. To do that, we 
need incentives. Fortunately, the green shoots 
of these incentives can be found among the 
other counter-trends. 

The possibility that individuals can now 
begin to take control of their own personal 
data is upending long established norms 

about the control of personal data - the 
assumption that the organisation is the 
default point of control. This is heralding 
the emergence of new entrepreneurs that 
see an opportunity to strike a new deal 
with consumers, offering them control. But 
not control simply for its own sake (worthy 
though that may be); rather control as a way 
to exercise greater autonomy over many 
aspects of their lives that today are made 
too complex and too difficult by data being 
controlled elsewhere.  And in doing so, there 
is the potential to unlock enormous economic 
value from personal data. 

This potential for economic disruption to 
come to the aid of privacy (if not its complete 
rescue) by shifting power over data from the 
organisation to the individual is one of the 
most significant trends emerging as we look 
to 2020. It needs to be harnessed if we want 
to shape the development of technology to 
preserve the rights enshrined in all the major 
human rights instruments.

The 19th August 2014 was the 25th 
anniversary of the Web. This year, 2015, is 
the 800th anniversary of one of the most 
important legal developments in history – 
the Magna Carta. The Magna Carta was all 
about a shift in power – from the English 
King to the nobles, but in defining the 
principles for how power is distributed and 
constrained, it laid down the foundations 
of England’s legal system, and has 
influenced legal systems across the world. 
In celebration of the 25th anniversary of the 
web and the 800th anniversary of the Magna 
Carta, Sir Tim Berners-Lee has called for 
the creation of a ‘Magna Carta for the Web’ 
in 201546, and has declared that we need 
to “hardwire the rights to privacy, freedom 
of expression, affordable access and net 
neutrality into the rules of the game”47. 

This is a fitting aspiration. But just as the 
Magna Carta was a response to the shift of 
power from King to nobles, hardwiring the 
web in order to protect privacy will require 
a shift of power over personal data from the 
organisation to the individual. 
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